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Abstract

In response to the high demand for English proficiency exams for various purposes including placement, admission,
certification, and program evaluation in Mexico, a university in Western Mexico created the English Proficiency Test
(EPT) for the B1 level in the Common European Framework of Reference (CEFR). The EPT has been developed and
piloted and is now ready to be administered for its operational use. This paper reports on the qualities of the language
test which have been determined by the overall usefulness of the test in terms of several different but interrelated
qualities including reliability, construct validity, authenticity, impact, and practicality. The test, which consisted of a
reading, writing, speaking and listening section, was piloted with 91 students. Analyses of the test qualities revealed
the test to be reliable and valid with regard to its functionality.

Resumen

En respuesta a una alta demanda de examenes de competencia en inglés para diversos propodsitos, incluida la colocacion,
admisidn, certificacion y evaluacion de programas en México, una universidad del oeste de México cred el English
Proficiency Test (EPT) para B1 en el Marco Comun Europeo de Referencia (MCER). El EPT se ha desarrollado y puesto a
prueba y ahora esta listo para ser administrado para su uso operativo. Este documento informa sobre las cualidades del
examen de idioma que se han determinado por la utilidad general del examen en términos de varias cualidades
diferentes pero interrelacionadas, que incluyen confiabilidad, validez, autenticidad, impacto y sentido practico. El
examen, que consistié en una seccion de lectura, escritura, expresion oral y comprension auditiva, se evalud con 91
estudiantes. Los analisis de calidad del examen revelaron que el examen es confiable y valido con respecto a su
funcionalidad.

Introduction

Language testing is an integrated and necessary part of language programs. In Mexico, the potential market
for language tests is significant. A study done by the British Council (2015) demonstrated that around 20%
of Mexicans study English. However, only a handful of Mexican universities are beginning to create their
own English proficiency tests. Most depend on tests created overseas by companies such as Educational
Testing Service (ETS) from the US, Cambridge, Pearson, and Trinity from the UK. Several countries where
English is not spoken as an official language have developed and use their own English-language testing
programs in order to align test contents and scores more closely with their own framework of English
education and to meet the specific needs and linguistic profiles of their English language learners. For
example, Argentina has the Certificados en Lenguas Extranjeras (CLE)“, Mexico has Examenes de
Certificacion de Lengua Inglesa (EXAVER)®. Taiwan has its own English proficiency exam, called The General
English Proficiency Test (GEPT)®, and South Korea has the Test of English Proficiency (TEPS)’, Japan also
has EIKEN (Jitsuyo Eigo Gino Kentei - Test in Practical English Proficiency)8. It is important to note that
language assessment serves as the touchstone for curriculum development, instructional practice, learner
advancement and achievement, and program evaluation and improvement (Norris, 2006). Fulcher &
Davidson (2007) argue that tests play a fundamental role in gaining access to limited resources and
opportunities. Thus, by becoming competent in language testing and creating quality systems for language
assessment, local universities will be able to make tests based on their local needs and resources and make
informed and important instructional decisions about them (Bachman & Palmer,1996; Carr, 2011).

! This is a refereed article. Received: 26 March, 2019. Accepted: 6 May, 2019.

2 rcdzpd@gmail.com

3 shin36@indiana.edub

4 https://www.buenosaires.gob.ar/educacion/idiomas/certificados-en-lenguas-extranjeras/informacion-para-alumnosas-y-escuelas/contenidos-de-examenes
5 https://www.uv.mx/exaver/

5 https://www.lttc.ntu.edu.tw/e Ittc/E GEPT.htm

7 https://en.wikipedia.org/wiki/Test of English Proficiency (South Korea)

8 http://www.eiken.or.jp/eiken/en/eiken-tests/overvi

This is an open-access article distributed under the terms of a
Creative Commons Attribution-NonCommercial-ShareAlike 4.0 International (CC BY-NC-SA 4.0) license



MEXTESOL Journal, Vol. 43, No. 3, 2019 2

To address this need for a deeper understanding of language assessment, the university has launched the
Language Test Research and Development Unit (LTRD), which is responsible for designing, developing, and
conducting research on various language test materials. We believe that this research is important to the
EFL community because local universities and scholars would benefit from a model they can follow to create
valid and reliable tests. Moreover, since this was funded by investors in Mexico to take advantage of the
growing needs of assessment, it provides an example of how research and development in EFL can be
beneficial to both academics and investors through the obtainment of knowledge needed to participate in
emerging trends in the market.

Test Development Process

As can be seen in Figure 1 below, when the LRTD designs and develops a language test, we start by creating
a design statement which includes description of the test takers and other stakeholders, intended beneficial
consequences, descriptions of the decisions to be made, and the construct to be assessed (Bachman &
Palmer, 2010). Once the design statement has been developed, test specifications need to be created to
provide the plans for a test such as how the test items are written, how the test layout is structured, and
how test takers’ responses are scored (Fulcher & Davidson, 2007). Based on a design statement and test
specifications, passages are either collected or created, and items and prompts are constructed by test
developers who are trained in language testing. In the next step, pilot testing needs to be conducted before
it becomes operational. Once a test has been piloted, item statistics should be calculated to identify
problematic items and such items need to be either revised or removed from the test. It is important to
note that the whole test development process is an iterative one in which all the tasks are undertaken in a
cyclical fashion. Thus, the design statement and test specifications should be continually evolving
documents, and a well-built test is constantly adapted and changed to better suit the needs of stakeholders.

Design
Statement

Analyze
results and
revise

Pilot
Testing

Figure 1: Test Development Process

The three versions of the EPT B1 have been constructed and piloted, using this test development process.
All versions of the test have gone through rigorous peer review and editing, and once all these tests were
pilot-tested, the reliability and item statistics including item facility and item discrimination were calculated.
The problematic items with extremely low or high item facility and low item discrimination values were
identified and revised accordingly. Tables 1 and 2 below demonstrate the item facility and item
discrimination values of the final versions of the reading and listening sections, respectively.
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Version Version Version

. (*N=40) 5 (N=28) 3 (N=23)
IF ID IF ID IF ID
Item1  0.50 0.41 0.71 0.59 0.52 0.43
Item2  0.35 0.72 0.46 0.74 0.26 0.17
Item3  0.73 0.51 0.43 0.50 0.39 0.62
Item4  0.60 0.73 0.71 0.22 0.39 0.66
Item5  0.70 0.48 0.64 0.60 0.61 0.51
Item6  0.65 0.29 0.61 0.58 0.87 -0.12
Item7  0.73 0.35 0.79 0.07 0.48 0.41
Item8  0.53 0.55 0.71 0.60 0.65 0.12
Item9  0.80 0.61 0.75 0.50 0.61 0.18
Item 10 0.80 0.16 0.71 0.61 0.83 0.24
Item 11 0.73 0.46 0.39 0.43 0.39 0.20
Item 12 0.95 -0.05 0.54 0.77 0.91 0.41
Item 13 0.55 0.52 0.68 0.61 0.61 0.60
Item 14 0.55 0.71 0.75 0.41 0.83 0.36
Item 15 0.50 0.36 0.57 0.70 0.43 0.51
Item 16 0.93 -0.07 0.50 0.34 0.65 -0.05
Item 17 0.98 -0.09 0.64 0.38 0.96 0.19
Item 18 0.85 0.57 0.71 0.55 0.35 0.17
Item 19 0.88 0.31 0.82 0.37 0.39 0.67
Item20  0.80 0.13 0.25 0.45 0.65 0.28
Item 21 0.45 0.57 0.36 0.74 0.30 0.72
Item22  0.50 0.50 0.54 0.76 0.30 0.84
Item 23 0.43 0.50 0.46 0.62 0.61 0.58
Item 24 0.28 0.44 0.32 0.58 0.70 0.65
Item 25  0.68 0.65 0.64 0.57 0.48 0.73
Mean 0.66 0.41 0.59 0.53 0.57 0.40
SD 0.19 0.23 0.15 0.17 0.20 0.25

*N= number of students who participated in pilot-testing

Table 1: Item Facility (IF) and Item Discrimination (ID) values of the Reading section

Version1  (N=44) VerSi;’“ (N=40) VerSig" (N=46)
IF 1D IF 1D IF 1D
Ttem 1 0.77 0.42 0.65 0.40 0.72 0.39
Ttem 2 0.36 0.36 0.63 0.67 0.43 0.71
Ttem 3 0.68 0.35 0.30 0.39 0.50 0.36
Ttem 4 0.75 0.41 0.75 0.52 0.57 0.54
Ttem 5 0.66 0.58 0.48 0.40 0.85 0.14

Item 6 0.70 0.45 0.60 0.49 0.33 0.50
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Item 7 0.93 0.31 0.68 0.34 0.24 0.40
Item 8 0.55 0.62 0.63 0.29 0.33 0.32
Item 9 0.77 0.27 0.58 0.68 0.35 0.72
Item 10 0.25 0.17 0.40 0.22 0.72 0.49
Item 11 0.73 0.51 0.20 -0.16 0.37 0.37
Item 12 0.68 0.29 0.68 0.40 0.50 0.40
Item 13 0.34 0.28 0.45 0.09 0.57 0.53
Item 14 0.55 0.39 0.28 0.24 0.59 0.30
Item 15 0.36 0.15 0.40 0.19 0.63 0.35
Item 16 0.32 0.34 0.63 0.53 0.61 0.35
Item 17 0.59 0.31 0.85 0.47 0.67 0.24
Item 18 0.77 0.28 0.73 0.29 0.54 0.51
Item 19 0.70 0.06 0.58 0.47 0.46 0.28
Item 20 0.48 0.19 0.85 0.52 0.41 0.30
Item 21 0.50 0.45 0.68 0.76 0.63 0.50
Item 22 0.82 0.48 0.73 0.52 0.76 0.40
Item 23 0.84 0.08 0.60 0.29 0.65 0.27
Item 24 0.77 0.35 0.43 0.26 0.50 0.47
Item 25 0.66 0.66 0.90 0.29 0.37 0.16
Mean 0.62 0.35 0.59 0.38 0.53 0.40
SD 0.18 0.15 0.18 0.19 0.15 0.14

Table 2: Item facility (IF) and Item discrimination (ID) values of the Listening section

Item facility is a statistic used to estimate the percentage of test takers who correctly answered a given
item. Since this is the percentage term, it ranges from 0 to 1. Sometimes, it is also called item difficulty.
The acceptable values for item facility fall in a range between .3 and .7 in a norm-referenced testing context.
Item discrimination is a statistic that indicates how well a given item separates test takers with high and
low ability determined by their total test scores. It ranges from -1 to +1, and the higher item discrimination
values are, the more discriminative a given item is. It can be estimated by calculating the point-biserial
correlations between each item score and the total test scores. As a rule-of-thumb items with discrimination
values below .19 should be revised or removed (Ebel & Frisbie, 1986). As can be seen in Tables 1 and 2
above, the means of each IF and ID and most of each individual item are all within acceptable ranges.

Test format, pilot test results, and evidence of test usefulness are presented below.

Test Specifications

The EPT is designed for Mexican secondary school or college students who need to prove their level of
English proficiency to satisfy one of their graduation requirements in college or a language course completion
requisite, or to demonstrate their English proficiency for employment. The EPT was designed to mirror
authentic language where language learners need be able to use both their receptive and productive skills
for communicative situations they might undertake. To that end, the EPT assesses the four language skills
including reading, writing, listening, and speaking. Test takers will receive the score report containing both
percentage and standardized scores along with a graphic display of their performance in each language skill.
Based on the total test scores, one of the following English proficiency certificates will be awarded to them:
Pass with Distinction (CENNI level 10), Pass with Merit (CENNI level 9), Pass (CENNI level 8), and Borderline
(CENNI level 7). Except for “Borderline” score, the first three certificates “Pass with Distinction”, “Pass with
Merit”, and “Pass” indicate that test takers’ English proficiency is at the B1 level, but with relatively different
degrees of English proficiency. This grading scheme mirrors similar ones, such as the Trinity Integrated
Skills in English (ISE) 2 test, and the Cambridge Preliminary English Test (PET).
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In the following section, more detailed information about each of the four language skills being tested is
provided.

EPT Reading

The reading section measures test takers’ ability to understand a range of factual and descriptive texts and
passages. Particularly, they are assessed on how well they can understand the main idea, major points,
important facts and details, vocabulary in context, and pronoun usage of a paragraph or text. They are also
assessed on whether they can make inferences about what is implied in a passage and can synthesize
information from longer, distinct texts or different parts of a text. The total time for the reading section is
40 minutes. There are 25 questions, and each of them is worth one point. The reading section accounts for
25% of the whole exam grade.

The EPT Reading section includes two tasks: a long reading and multi-text reading. In the first task, test
takers read a factual, descriptive passage consisting of about 400 words and four to five paragraphs. The
reading passage is followed by ten true-false questions on title matching for each paragraph and true
statement selection, and by five multiple-choice questions with four choices and a single answer for
assessing test takers’ basic comprehension of the text. In the second task, test takers read three short texts
on the same topic about travel, money, health, fithess, foreign language learning, festivals, transportation,
and music. There are five true/false/not given questions for selecting true statements to check test takers’
ability to understand key details from each text. The remaining five questions are part of a summary
completion task which asks test takers to fill in the blank in the sentences, summarizing each text with a
word or phrases taken from the text (Proulex, n.d.).

EPT Writing

The Writing section measures test takers’ ability to write in English in an educational context. Writing in a
clear, well-organized manner is an essential academic skill required in all educational contexts. Given that
academic writing usually involves source texts to which writers need to respond (Shin & Ewert, 2015), the
EPT Writing section includes two writing tasks tapping into two different types of writing: integrated writing
and independent writing.

For assessing test takers’ integrated writing skill, we implemented the reading-to-write section, where test
takers respond to a prompt based on their readings of the four texts they have read from the previous multi-
text Reading section. In this task, test takers are asked to identify and combine information from three
reading passages that are relevant to the prompt in their own words and to present and support their
opinions relating to points made in each reading passage. Their responses to the reading-to-write task are
scored on the quality of their writing (integration, task achievement, organization, and language use) on a
scale of zero to four.

The second independent writing task is extended writing with no support of source texts. Test takers are
asked to produce a narrative, descriptive response to a prompt on familiar topics to them. Their essays are
rated on the overall quality of their writing (task achievement, organization, and language use) on a scale
of zero to four.

The total time for the Writing section is 50 minutes to complete the two writing tasks. Test takers are
expected to write about 125-150 words for each task (Proulex, n. d.)

EPT Listening

The Listening section measures test takers’ ability to understand spoken English in communication contexts.
The Listening section consists of three different parts. It takes 20 minutes to complete the whole section.
In the first part, test takers listen to a short monologue or dialogue containing basic narrative or descriptive
information, and answer the eight multiple-choice questions with three options regarding important details
of the listening passages. In the second part of the Listening section, test takers listen to a longer text
where a topic is discussed in depth and respond to 10 multiple-choice questions by identifying key points
and details from the text. In the last part of the Listening section, test takers listen to the three-way
conversation related to the topics they have heard in the second part of the Listening section, and then they
respond to seven true-false questions about the content of the conversation that they have listened to (
Proulex, n. d.
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EPT Speaking

The Speaking section measures test takers’ ability to speak English effectively as outlined by the CEFR for
the B1 level. This section has three different parts as discussed below. The first part contains a face-to-face
interview between test takers and an interviewer about personal information and familiar topics. In part 2,
test takers speak on a prepared topic independently for one to two minutes. Before taking the test, test
takers must select from the list of suggested topics, including favorite movies, hobbies, future plans,
holidays, pets, music, and famous places, and foods. Once a test taker has finished their mini-talk,
interviewers ask one or two follow-up questions on the same topic. In part 3, test takers receive a topic
card which is designed to prompt discussion in pairs or a group of three. Their performance on the Speaking
section is rated by two raters on a scale of zero to five by each of the following four features: Fluency,
Language use, Interaction, and Pronunciation. Test takers’ final grade on the Speaking section is the average
score of the two raters. Depending on the number of test takers in each pair or group participating in a
speaking section, the total time for the Speaking section range from 9 to 15 minutes.(Proulex, n. d.)

Test Usefulness

According to Bachman and Palmer (1996), the qualities of language tests can be determined by the overall
usefulness of the test in terms of several different but interrelated qualities including reliability, construct
validity, authenticity, impact, and practicality. In this section of the report, we present evidence of these
qualities that contribute to the overall usefulness of the EPT test.

Reliability

Reliability is defined as the consistency of scoring, and is estimated statistically by calculating a reliability
coefficient ranging from 0 to 1 (Carr, 2011). A reliable test will show a lack of fluctuation of scores across
different characteristics of the testing conditions. In a multiple-choice test, Cronbach’s alpha is used to
assess the consistency of scores across items within a test. It measures the internal consistency reliability,
which is the average inter-item correlation. (Brown, 2005). As a rule-of-thumb, a Cronbach’s alpha
coefficient below .70 is usually not considered acceptable in many testing situations. Meanwhile, it is
important to note that reliability coefficients can only indicate how reliable the whole test is in percentage
terms, but it does not tell us much about how accurate each individual score is (Carr, 2011). The standard
error of measurement (SEM) provides us with the band of possible fluctuations of each individual score
representing the test takers’ actual level of ability. In other words, SEM can be used to check how close the
observed score is to the true score. For example, if a test taker obtains a score of 70 out of 100 and the
SEM is given as 5 points, using one SEM would give a true score range of 70 plus or minus 5; that is,
between 65 and 75 points 68% of the time if she were to take the test repeatedly. Thus, simply put, the
smaller the SEM, the more accurate the test.

As stated above, Proulex Testing Language Testing and Development Unit has designed and developed three
different versions of the Proulex EPT B1, and piloted each version. Table 3 below shows reliability estimates
and SEM for each version of the reading and listening sections. This demonstrates that all reliability
coefficients are within an acceptable range and the SEMs are quite small, ensuring that our Proulex EPT B1
test can be used as an accurate indicator of English proficiency of young Mexican English language learners.

\ |
Reliability .83 .90 .80 Reliability .71 .76 .78
SEM 1.99 1.98 2.09 SEM 2.13 2.15 2.24

Table 3: Reliability estimates and SEM for three versions of reading and listening sections

Note that reliability of performance tests, such as writing and speaking tests, is as important as item-based
tests (e.g., true/false and multiple-choice tests). Regarding the Writing and Speaking sections, we have
piloted those tests against our Proulex students to make sure that our rubrics can be reliably applied and
inter-rater reliability, which is the degree of agreement in scoring between raters, can be satisfactorily
achieved. Rater training guidelines for writing assessment, which can be applied to rating speaking
performance, has been developed and attached to this report. The inter-rater reliability in Table 4 below
shows that all reliability coefficients are within an acceptable range.
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\
Reliability .83 .85 .80

Table 4: Inter-rater reliability estimates
Construct validity

Reliability is an essential quality of test usefulness, but it alone is not a sufficient condition for usefulness.
We need to demonstrate the degree to which our test scores represent the different levels of language
abilities we intend to measure. Construct validity refers to the appropriateness or meaningfulness of the
interpretations we make on the basis of test scores (Bachman & Palmer, 1996). Construct validity evidence
is based on differential-group studies showing that the test scores differentiate between groups who are
assumed to have a different degree of command of the constructs to be measured (Brown, 2005). In the
pilot-testing, we identified each test taker with different degrees of English proficiency based on their course
levels and teachers’ evaluations. The following six figures below show box plots for groups representing
each expected CEFR levels on each version of the reading and listening sections. The box plot is used to
graphically display the distribution of test scores through their quartiles including minimum, first quartile,
median, third quartile, and maximum. It is quite useful to compare the score distributions across different
groups of test takers who took the same test. Using SPSS 20 (2011), one-way Analysis of Variance (ANOVA)
was also conducted to see if there were statistically significant differences in average test scores across
three groups. The differences between means were large enough to be statistically significant, and provided
support for our validity argument that test scores were associated with the group comparisons, representing
potentially different levels of English proficiency related to CEFR.

25.00

15.00—

48]

5.00

Reading_\1

T T T
A2 B1 B2
CEFR_Level

Figure 2: Box plots for groups representing each expected CEFR levels on Version 1 Reading Test Scores

We compared the mean of version 1 reading test scores of three different groups who are assumed to
represent three CEFR levels, A2, B1, and B2, and a statistically significant difference was found among the
three expected levels of CEFR on Version 1 Reading Test, F (2, 37) =17.14, p<.000.

T —

25.00

20.00

15.00-

Reading_\2

22
o

5.00

T T T
a2 51 B2
CEFR_Level

Figure 3: Box plots for groups representing each expected CEFR levels on Version 2 Reading Test Scores
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We compared the mean of version 2 reading test scores of three different groups who are assumed to
represent three CEFR levels, A2, B1, and B2, and a statistically significant difference was found among the
three expected levels of CEFR on Version 2 Reading Test, F (2, 25) =26.54, p<.000.
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Figure 4: Box plots for groups representing each expected CEFR levels on Version 3 Reading Test Scores
We compared the mean of version 3 reading test scores of three different groups who are assumed to

represent three CEFR levels, A2, B1, and B2, and a statistically significant difference was found among the
three expected levels of CEFR on Version 3 Reading Test, F (2, 20) =13.45, p<.000.
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Figure 5: Box plots for groups representing each expected CEFR levels on Version 1 Listening Test Scores
We compared the mean of version 1 listening test scores of three different groups who are assumed to

represent three CEFR levels, A2, B1, and B2, and a statistically significant difference was found among the
three expected levels of CEFR on Version 1 Listening Test, F (2, 41) = 40.47, p<.000.
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Figure 6: Box plots for groups representing each expected CEFR levels on Version 2 Listening Test Scores

We compared the mean of version 2 listening test scores of three different groups who are assumed to
represent three CEFR levels, A2, B1, and B2, and a statistically significant difference was found among the
three expected levels of CEFR on Version 2 Listening Test, F (2, 37) = 49.25, p<.000.
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Figure 7: Box plots for groups representing each expected CEFR levels on Version 3 Listening Test Scores

We compared the mean of version 3 listening test scores of three different groups who are assumed to
represent three CEFR levels, A2, B1, and B2, and a statistically significant difference was found among the
three expected levels of CEFR on Version 3 Listening Test, F (2, 43) = 63.08, p<.000.

Authenticity

Authenticity is another important aspect of test usefulness. It refers to degree to which test tasks resemble
target language use tasks (Carr, 2011). Authentic language tests can allow us to make a generalization of
test scores beyond the language test itself. Our EPT B1 can be said to achieve authenticity to some degree
in that this test reflects real life language tasks students are expected to encounter. For example, reading
passages used in the Reading section are based on authentic sources and deal with familiar, interesting
topics for test takers such as travel, money, health and fitness, music, foreign language learning, etc. More
importantly, we implemented an integrated reading-to-write section to more closely capture actual language
use in the educational contexts where students often analyze and synthesize information found in the source
texts into their own writings. In the Speaking section, we included a variety of tasks and conversation
modes: monologue and dialogue including both the face-to-face interview and pair or group work formats.
It is also important to note that all topics, text types, and question types are selected to match the CEFR
B1 level descriptors.

Impact

Impact, or washback, refers to the influence of testing on language teaching and learning practices. We are
not able to collect evidence of positive impact of our test because it has not been implemented and used
yet. However, we expect beneficial influence of our test on the English instructional practices in Mexico
because we incorporated integrated performance tasks which are more relevant to language uses and
demands in real-life tasks (Messik, 1996).

Practicality

Practicality is another important test quality of test usefulness that refers to the degree that the resources
that will be required to develop an operational test do not exceed the available resources (Bachman &
Palmer, 1996, p. 36). In the case of the EPT, practicality has increased as knowledge in language assessment
and project management has. Members of the LTRD have received continuous training in assessment which
has led to less dependence on expensive foreign consultants. Moreover, quality management theory is used
to reduce waste, increase efficiency and resolve problems (White, 1998). Thus, exam development is
becoming more practical as the LTRD obtains more knowledge in assessment.

Conclusion

This paper has provided a detailed summary of the development and validation of the EPT. It has
documented both the development and validation process, including the implementation of usefulness and
how it links reliability, validity, authenticity, impact, and practicality. The results suggest that this test is
useful and operational.
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However, it is important to mention the limitations to this study for educators who intend to pursue the
development and validation of tests. The sample size was rather small, and more research is needed to
come up with conclusive findings in usefulness. Moreover, the fact that the reliability is below .8 in the
listening test in all versions, and the medians between A2 students and Bl students measured by ANOVA
in Reading V1 are similar, represent an opportunity to improve the reliability and validity. This can be done
by either applying the Spearman-Brown prophecy formula and increasing the length of the test based on
the result (Carr, 2011. p. 305) or by reviewing and editing the items we currently have in the listening test.

Of course, we can only reach a certain amount of certainty and not an absolute truth. For as Rorty (1999)
points out “The trouble with aiming at truth is that you would not know when you have reached it, even if
you had in fact reached it. But you can aim at ever more justification, the assuagement of ever more doubt”
(p. 82). Hence, this study attempts to provide the evidence needed to give assurance to our claim of
usefulness. Mill (1859) illustrates this when he argued, “There is no such thing as absolute certainty, but
there is assurance for the purposes of human life” (p.24). Although we are not able to validate with complete
certainty, we have provided a sound argument which is backed by evidence and will stand up to criticism
(Toulmin, 2003, p. 8). The development of this test should help in obtaining knowledge that would allow a
Mexican university to have more control of their evaluation and be able to better interpret its test results.
This in turn could lead to the identification of problems in language programs and solutions, offered locally.
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Appendix

Rater Training Process for Writing Section

I. Introduction

e Introduce the purpose and format of the Proulex EPT B1 writing sections

e Introduce the scoring rubrics for writing to rater candidates with benchmark (anchor) writing
samples which typify four levels in four categories (integration, task achievement, organization,
and language use) for reading-to-write task and in three categories (task achievement,
organization, and language use) for extended writing task — you need at least 8 benchmark writing
samples (four for reading-to-write and another four for extended writing tasks)

II. Practice

e Provide rater candidates with a set of pre-rated writing samples (4 for each writing task) and ask
them to score each of them independently

e Discuss rater candidates’ ratings on 8 writing samples, and then present the benchmark analytic
ratings for each sample

III. Certification

e Provide rater candidates with 16 writing samples (8 for each writing task), and ask them to score
each sample independently without discussion

e Ask them to check their ratings against the benchmark ratings

e Discuss their ratings if there is any discrepancy between their ratings and benchmark ratings

e Identify rater candidates whose agreement rate is below 70%, who should not be qualified to be
rater. Provide them additional samples (4 for each task) to see if their agreement rate is higher
than the threshold level (70%)

N.B. It is extremely important to keep track of raters’ scoring in both training and actual test scorings. Enter
all the data each rater candidate rate on each category for each writing sample during the training session
in the Excel spreadsheet. Once they are certified, their actual ratings need to be stored and analyzed for
ensuring their inter-and intra-rater reliabilities.
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